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ABSTRACT 
 The present article gives a comprehensive overview on the communication methods and 
technologies available today as support for distributed control applications’ implementation. A 
number of specific communication requirements and issues are discussed, and some possible 
solutions are suggested. The article analyzes the possibility of adapting some of today’s Internet 
technologies for control purposes. In conclusion it is shown that control applications need a 
more reliable and deterministic communication environment, with explicit mechanisms for 
timeliness, quality of service (QoS) and dependability control. 
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1. INTRODUCTION 
 Complex automation applications, involving a significant number of distributed 
devices, spread on a wide area need an appropriate communication support. The use of 
general-purpose communication networks and protocols is limited by the restrictive 
requirements of timeliness and reliability specific for control applications. As a first 
approach [1, 2, 3], in the ‘80-s and ‘90-s a number of special communication protocols 
were developed and used. They are known as industrial networks of fieldbuses. But this 
solution generated a gap between the process-flour applications and the business 
administration applications. Today new communication solutions and models are 
required to allow the integration of process control with the distributed information 
system of an enterprise. 
 The present paper analyses the specific requirements of the automation field and 
the possibilities of adapting the new Internet communication technologies to these 
requirements.   

2. SPECIAL COMMUNICATION REQUIREMENTS IN CONTROL 
APPLICATIONS 

 The communication environment, as part of a distributed control system, must 
fulfill the specific requirements of a control application, such as: real-time behavior, 
reliability, fault-tolerance, predictability and dependability. In some applications there 
may be some extra-requirements, such as: immunity to high levels of noise, safety in 
hazardous area (explosion danger), immunity to significant environment changes (e.g. 
temperature, humidity), dynamic reconfiguration, and others. The fulfillment of these 
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requirements must be guaranteed in the design phase of the project. Special mechanisms 
should be implemented to control and enforce the fulfillment of some predefined 
performance parameters. 
 One important issue is the reliability and fault-tolerance of the data transfer 
through the communication network. It is known that most of today’s network protocols 
does not eliminate the possibility of transmission errors. Therefore the communication 
protocol must contain error detection and correction mechanisms that can mask the 
accidental transmission errors, guaranteeing that no undetected errors will appear during 
the lifetime of the system. 
 Another important issue is the timeliness of the data transmission. It is 
important to notice that the correctness of a real-time system (and most control systems 
are real-time systems), equally depends on the correctness of data processing and on 
fulfillment of deadlines. Communication, as part of processing loops, must be made in a 
predefined time limit (deadline). Messages must be scheduled for delivery based on 
their time parameters and deadlines. Many industrial protocols incorporate message-
scheduling facilities that can guarantee message delivery before their deadline. 
 In control applications, the system’s reaction time is considered an important 
performance parameter. Usually the required reaction time depends on the time 
characteristics of the controlled process or on the maximum frequency of the input 
signals. Therefore message transmissions must have much shorter delivery time limits. 
These time limits can be achieved only if the messages are short and the medium access 
control protocol (MAC) assures a short roundtrip of the access token (see token-bus and 
token ring protocols). 
  Another issue is the predictability of message transmission. For instance 
Ethernet protocol is a highly efficient transmission protocol, offers a good access time 
to the communication medium, but it is not predictable. Because of its collision based 
access method, a message delivery may be indefinitely delayed by collisions. This effect 
becomes more pregnant in overflow situations. Safety-critical applications do not allow 
a probabilistic behavior; a slower but predictable protocol is preferred.    
  

3. A BRIEF OVERVIEW ON PROTOCOLS AND COMMUNICATION 
MODELS USED IN CONTROL SYSTEMS 

 Computer-based control systems need a communication infrastructure, that 
connects field automation devices (e.g. sensors, transducers, actuators) with control and 
supervisory devices (e.g. PLCs, regulators and process computers). Industrial 
communication networks are specially developed for such purposes. These networks are 
optimized for the specific data flow of a control system [5], their behavior is 
deterministic and real-time message delivery requirements can be guaranteed.  There are 
three classes of industrial networks: actuator-sensor networks (used at process-floor 
level), fielbuses (used for middle complexity systems) and cell networks (used for 
complex, process optimizations).  

These networks assure the low level transmission services, specific for message 
based communication. But an efficient design process requires more powerful abstract 
concepts (e.g. sockets, virtual devices), communication models (e.g. client/server, 
consumer/producer) and tools (e.g. predefined services). By using such high level tools, 
the automation system designer can concentrate more on supervision and control issues 
than on communication problems.  
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For general-purpose (non-control) applications (e.g. distributed databases, 
banking, interpersonal communication, etc.) a number of communication models and 
programming tools were developed and successfully used, such as: the client/server 
model, the remote process calls (RPC), the object-based transparent access model 
(CORBA, COM and DCOM), web-based access (HTTP, CGI, XML, etc.), mobile 
agents, and others. The question is if these new models and tools can be used also for 
control applications. The answer to this question is neither simple nor unique.  

Communication models used in control applications must offer better support 
for periodic data transfer (e.g. for data acquisition and control generation), for priority 
specification and for delay measurement and control. Typically used communication 
models are:  
- the consumer/producer model 
- the master/slave model 
- the time scheduled communication – a time slice is allocated for every network node 
- the virtual manufacturing device model 

In the producer/consumer model “producer” nodes transmit periodical 
information concerning the process variables managed by them and one or more 
“consumer” nodes may receive the information; a given network node may be in the 
same time a producer for some variables and a consumer of others. This model assures a 
periodic data flow, location transparency and a certain level of fault tolerance.  

In the master/slave model, master nodes have the ability to initiate data transfers, 
sending or requesting data to or from slave nodes; the complexity of the communication 
protocol is concentrated in the master nodes, requiring small resources for slave nodes. 
This model is recommended in industrial networks, where a wide range of automation 
devices is involved, with different processing capabilities. 

The time-scheduled model is preferred in time critical applications, where a 
certain periodic data flow must be assured. An off-line transmission schedule is defined, 
that can guarantee the fulfillment of message transfer deadlines.  

The virtual device model offers a class of virtual objects adapted to the needs of 
a control application (e.g. input/output signals, event objects, program and context 
objects) and a standard data/service access interface. This model solves the 
compatibility, interoperability and interchangeability issues between different types of 
automation devices. 

These communication models are easy to implement on a local network, but 
there are much harder to use on an intra- or inter-net environment. In the latest networks 
there is a pour control on the quality of services and the communication load patterns 
are unpredictable. This is caused by the fact that the process control data must be mixed 
with an unknown data flow.  

But on the other hand, there is a significant demand for Internet-based 
distributed applications. End-users want to visualize and control their production 
facilities through the Internet. Therefore new models are needed, models that are 
common for the Internet environment. 

3. INTERNET TECHNOLOGIES FOR PROCESS CONTROL 
  In the followings a number of Internet technologies are analyzed as possible 
solutions for process control communication.  
 The first step in using the Internet technologies in process control is to 
implement the TCP/IP protocol stack on automation devices. A device is recognized 
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and it can communicate on the Internet only if it has an IP address (real or virtual) and if 
it understands the TCP/IP protocol. But the TCP/IP protocol stack is rather complex and 
requires a multi-tasking or at least a multi-threading operating system (UNIX, Linux, 
Windows). Many simple automation devices have limited resources (memory, processor 
speed) and don’t have an operating system. The question is if the TCP/IP protocol stack 
can be implemented in these conditions. A number of attempts were made and some 
interesting solutions are available.  

A first approach was to build a simplified version of the TCP/IP stack on an MS-
DOS kernel. The proposed application forces limitations on the IP packet length (max. 
1024 bytes), on the number of buffered packets and it simulates a multi-tasking 
environment with a periodical pooling of the higher level services (Telnet, Ping and 
FTP). The servers accept only one client at a time.  

A more interesting solution is proposed in [9], where the idea of embedded Web 
server is promoted. The author builds the whole protocol stack (including the Web 
server) from scratch, without the use of any operating system or kernel functions. The 
application, written in “C”, can be ported on X86 or PIC17/18 embedded platforms. 
Special programming techniques were needed to generate a minimal code that fits in the 
very limited memory space of a micro-controller (e.g. PIC17/18). With just a few 
components (a PIC18 microcontroller, an Ethernet controller and some adapter circuits) 
and a firmware written in the internal memory of the microcontroller a Web server is 
built. The Web server can show a limited number of predefined HTML pages (1-3 
pages) that contains the state of some input signals. This prototype architecture may be 
used as the intelligent part of an automation device. In this way, a process device can be 
seen from a remote place using a common Web browser.  

The use of HTTP protocol for process control purposes is still a controversial 
solution. The main advantage of this approach is that no specialized tools are needed for 
remote access, any web browser may be used for this purpose. Also, one of the most 
common ways of getting information from the Internet is through Web pages. But the 
HTTP protocol does not offer the security and reliability level required in a control 
application; it has no mechanisms to control the transmission time, and transmission 
errors or failures are solved in a too primitive way. Therefore this protocol, in its basic 
form, is used mainly for visualization purposes. Probably some extensions should be 
added to the HTTP protocol to solve these problems. These extensions may be 
embedded in the text of some scripts. 

Another drawback of the HTTP protocol is that information is transferred in a 
single direction: from the server to the client. But in control applications a bi-directional 
data transfer is needed. The user should have the possibility to change the state or value 
of some process variables and also to activate or stop some remote tasks. Commands 
should be transmitted through the web page from the client part. This problem can be 
solved in two ways: by using the servlet technology, or by using the CGI (Common 
Gateway Interface). 

The servlet technology allows to fill-in some forms at the client-end, and to 
process the data contained in the form, at the server-end. This mechanism can be used to 
transfer commands, to change the value of some output variables, or to activate some 
functions in the server. The data is transferred only at an explicit request (when the 
Submit button is pushed). An applet may be used to automatically send and request 
periodical data. 
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The CGI technology is a more flexible way of transmitting information through 
web pages. It allows dynamic web page generation, based on clients’ requests and local 
variables’ state. When a location (URL) is accessed a program is executed. The program 
parses the request message and generates a web page in a HTTL format. The page 
shows the state of the process variables. The program can modify the output variables’ 
values.  

For complex distributed applications, a multiple service-based approach is 
recommended. According to this model, a number of servers fulfill some services useful 
for process control. The following services are considered necessary: 
- global time service – responsible for time synchronization and ordering  
- event management service – responsible for event detection, registration and 

notification 
- configuration management – responsible for detecting and maintaining a specified 

system configuration  
- replication and fault tolerance service – assures the required reliability level 
- periodic data acquisition and control generation service – delivers the input and 

output data for the control loops 
These services represent the middle tire in a three-tire architecture. They offer a 

transparent access of the application tire to the physical and logical resources of the 
system.  

4. SOME EXPERIMENTAL RESULTS  
  Most of the communication models and technologies presented in the previous 
chapters were implemented and tested by the authors in different control applications.  
 In the project “ASI-Master Interface Implementation” a number of issues 
concerning the implementation of a low-level industrial network protocol were analyzed 
and solved. The most critical part of the project was the fulfillment of tight time 
requirements. Special programming techniques and execution models were used for this 
purpose [8]. The communication functions are partitioned on three hierarchical levels, 
which are executed in parallel.   
 Another interesting experiment was the developed of a special communication 
protocol for a medical supervisory system [10]. The protocol allows the acquisition of 
medical data (EKG signals, blood pressure, oxygen concentration, body temperature, 
etc.) from a set of patient monitoring devices. A special attention was given to alarm 
detection and timely transmission. A time division multiple access protocol was used 
for a better control of message timeliness. 
 For complex distributed control systems a service-based framework was 
developed [6]. The following services were implemented: event management service, 
time service and transparent access service. This work is still in progress, a number of 
new services being in the design phase. The result of this research work will be a set of 
middle-ware services useful for a rapid prototyping and development of complex 
process control applications.  

The authors experimented some dedicated control applications in which 
communication plays an important part. A track surveillance system was developed 
based on the Global Positioning System (GPS) and on the Mobile telephony 
communication system. A special protocol was used to transmit the geographical 
position and trace of a set of trucks. Another project (still in progress) tries to solve the 
remote control of a video camera through an Internet connection. The camera can be 
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rotated around two directions and it can transmit video information from an isolated 
place. The communication protocol must assure a constant video-data stream on a 
network with variable load.   

These experiments showed that communication issues are an important part of a 
modern control application and new communication protocols and models are needed to 
solve the specific requirements of this field. 

5. CONCLUSIONS 
 Distributed control applications require more deterministic, reliable and timely 
communication means and tools. For safety or time critical applications a special class 
or industrial networks was developed. For less critical applications a set of general-
purpose protocols and technologies can be successfully adapted. Of special interest are 
the new Internet technologies, which open new perspectives in the design of complex 
distributed control systems. 
 This article presents some issues and possible solutions to these problems. The 
ideas presented in this article are based on a number of research projects and 
experimental results and obtained by the authors in this particular field. 
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